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Today’s AI 
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risks such as algorithmic bias, transfer context bias, interpretation bias, representation and 

allocation harms would have to be considered. Some actions to overcome barriers include: 

·
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7. Nonetheless, we share the sense of urgency held by complementary governance 

initiatives on AI, including those by states as well as regional and intergovernmental 

processes such as the EU, the G7, the G20, UNESCO, and the OECD, among others. More 

inclusive engagement is needed, however, as many communities — particularly in the 

Global South or Global Majority — have been largely missing from these discussions, 

despite the potential impact on their lives. A more cohesive, inclusive, participatory, and 

coordinated approach is needed, involving diverse communities worldwide, especially 

those from the Global South or Global Majority. 

8. The United Nations holds no panacea for the governance of AI. But its unique legitimacy 

as a body with universal membership founded on the UN Charter, agreed universally, as 
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offers the institutional and normative foundation for collective action in global 

governance of AI. Apart from considerations of equity, access, and prevention of harm, 

the very nature of the technology itself 







 

9 
 

22. Comparisons with other sectors offer potential lessons. Mechanisms such as Gavi, the 

Vaccine Alliance, may suggest short-term examples for ensuring that the benefits are 

shared. Repositories of AI models that can be adapted to different contexts could be the 

equivalent of generic medicines to expand access, in ways that do not promote AI 

concentration or consolidation. 

23. Some of these societally beneficial aspirations may be realized by advances in AI 

research itself; others may be addressed by leveraging novel market mechanisms to 

level the playing field, or by incentivizing actors to reach all communities and enable 

benefits to be accessible to all. But many will not. Ensuring that AI is deployed for the 
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32. We also recognize the need to be proactive. There are important lessons in recent 

experiences with other globally scalable, high-impact technologies, such as social 

media. Even as diverse societies process the impact and implications of AI, the need for 

effective global governance to share concerns and coordinate responses is clear. 

33. 
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International Governance of AI 

The AI governance landscape 

39. There is, today, no shortage of guides, frameworks, and principles on AI governance. 

Documents have been drafted by the private sector and civil society, as well as by 

national, regional, and multilateral bodies, with varying degrees of impact. In technology 

terms, governance efforts have been focused on data, models, and benchmarks or 

evaluations. Applications have also been under focus, especially where there are 

existing sectoral governance arrangements, say for health or dual-use technologies. 

These efforts can be anchored in specific governance arrangements, such as the EU AI 

Act or the U.S. Executive Order and they can be associated with incentives for 

participation and compliance. Figure 1 presents a simplified schema for considering the 

emerging AI governance landscape, which the Advisory Body will develop further in the 

next phase of its work. 

Figure 1: A three-fold simplified schema for considering interoperability across different AI 

governance efforts 

 

40. Existing AI governance efforts have yielded similarities in language, such as the 

importance of fairness, accountability, and transparency. Yet there is no global 

alignment on implementation, either in terms of interoperability between jurisdictions or 

in terms of incentives for compliance within jurisdictions. Some favour binding rules 
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58. Figure 2 summarizes our recommended institutional functions for international AI 

governance. At the global level, international organizations, governments, and private 

sector would bear primary responsibility for these functions. Civil society, including 

academia and independent scientists, would play key roles in building evidence for 

policy, assessing impact, and holding key actors to account during implementation. 

Each set of functions would have different loci of responsibility at different layers of 

governance — private sector, government, and international organizations. We will 

further develop the concept of shared and differentiated responsibilities for multiple 

stakeholders at different layers of the governance stack in the next phase of our work. 

Institutional Function 1: Assess regularly the future directions and implications of AI 

59. There is, presently, no authoritative institutionalized function for independent, inclusive, 

multidisciplinary assessments on the future trajectory and implications of AI. A 

consensus on the direction and pace of AI technologies — and associated risks and 

opportunities — could be a resource for policymakers to draw on when developing 

domestic AI programmes to encourage innovation and manage risks. 

60. In a manner similar to the IPCC, a specialized AI knowledge and research function would 

involve an independent, expert-led process that unlocks scientific, evidence-based 

insights, say every six months, to inform policymakers about the future trajectory of AI 

development, deployment, and use (subfunctions 1-3 in Table 1). This should include 

arrangements with companies on access to information for the purposes of research 

and horizon-scanning. This function would help the public better understand AI, and 

dr
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above). They should leverage existing UN organizations and fora such as UNESCO and 

ITU for reinforcing interoperability 
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SWIFT and equivalent mechanisms. In addition, for most countries and regions, capacity 

development in the public sector is urgently required to facilitate responsible and 

beneficial use of AI as well as participate in international multi-stakeholder cooperative 

frameworks to develop enablers for AI (subfunctions 4, 5 and 11 in Table 1).  

Institutional Function 5: Promote international collaboration on talent development, access to 

compute infrastructure, building of diverse high-quality datasets, responsible sharing of open-

source models, and AI-enabled public goods for the SDGs  

67. A new mechanism (or mechanisms) is required to facilitate access to data, compute, 

and talent in order to develop, deploy, and use AI systems for the SDGs through 

upgraded local value chains, giving independent academic researchers, social 

entrepreneurs, and civil society access to the infrastructure and datasets needed to 

build their own models and to conduct research and evaluations. This may require 

networked resources and efforts to build common datasets and data commons for use 

in the public interest, responsible sharing of open-source models, computational 

resources, and scale education and training. 

68. Pooling expert knowledge and resources analogous to CERN, EMLB or ITER, 



 

21 
 

created at a global level to monitor, report, and rapidly respond to systemic 

vulnerabilities and disruptions to international stability (subfunctions 13, 14 in Table 1).  

71. For example, a techno-prudential model, akin to the macro-prudential framework used to 

increase resilience in central banking and bringing together those developed at the 

national level, may help to similarly insulate against AI risks to global stability. Such a 

model must be grounded in human rights principles.  

72. Reporting frameworks can be inspired by existing practices of the IAEA for mutual 

reassurance on nuclear safety and nuclear security, 
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Table 1: Summary table of subfunctions for international governance of artificial 

intelligence, and possible timeframes for realization 

Subfunction Description Category Possible 

timeframe 

required to 

institutionalise 

proposed 

subfunction 

1.Scientific 

assessment 

Prepare a public review of international, regional, and 

national AI policies at least every 6 months. 

Research & 

Analysis 

6-12 months 

2.Horizon 

scanning 

Prepare a horizon-scanning report that identifies risks 

that transcend borders and can potentially affect all 

jurisdictions. 

Research & 

Analysis 

6-12 months 
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10.Policy 

harmonization; 

norm alignment 

Surfacing best practices for norms and rules, including 

for risk mitigation and economic growth. Align, 

leverage, and include, soft and hard law, standards, 

methods, and frameworks developed at the regional, 

national, and industry level to support interoperability. 

Governing 12-24 months 

11.Standard 

setting 

Develop global consensus on standards for AI use 

across stakeholder groups by working with national 

standards development organizations (SDOs) - 

updated regularly. 

Governing 12-24 months 

12.Norm 

elaboration 

Convene stakeholders to assess the necessity of and 

negotiate non-binding and binding frameworks, 

treaties, or other regimes for AI. 

Governing 24-36 months 

13.Enforcement Develop mutual reassurance schemes, information 

sharing mechanisms that respect commercial and 

national security information, dispute resolution 

mechanisms, and liability schemes/regimes. 

Governing > 36 months 

14.Stabilization 

and response 

Develop and collectively maintain an emergency 

response capacity, off-switches and other stabilization 

measures. 

Governing > 36 months 

15.Monitoring 

and verification 

Elaborate oversight and verification schemes where 

appropriate to ensure that the design, deployment and 

use of AI systems is in compliance with applicable 

international law. 

Governing > 36 months 

Conclusion 

75. To the extent that AI impacts our lives — how we work and socialize, how we are 

educated and governed, how we interact with one another daily — it raises questions 

more fundamental than how to govern it. Such questions of what it means to be human 

in a fully digital and networked world go well beyond the scope of this Advisory Body. 
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78. To be effective, the international governance of AI must be guided by principles and 

implemented through clear functions. These global functions must add value, fill 

identified gaps, and enable interoperable action at regional, national, industry, and 

community levels. They must be performed in concert across international institutions, 

national and regional frameworks as well as the private sector. Our preliminary 

recommendations set out what we consider to be core principles and functions for any 

global AI governance framework. 

79. We have taken a form follows function approach and do not, at this stage, propose any 

single model for AI governance. Ultimately, however, AI governance must deliver 

tangible benefits and safeguards to people and societies. An effective global 

governance framework must bridge the gap between principles and practical impact. In 

the next phase of our work, we will explore options for institutional forms for global AI 

governance, building on the perspectives of diverse stakeholders worldwide. 

Next Steps 

80. Rather than proposing any single model for AI governance at this stage, the foregoing 

preliminary recommendations focus on the principles and functions to which any such 

regime must aspire. 

81. Over the coming months we will consult — individually and in groups — with diverse 

stakeholders around the world. This includes participation at events tasked with 

discussing the issues in this report as well as engagement with governments, the private 

sector, civil society, and research and technical communities. We will also pursue our 

research, including on risk assessment methodologies and governance interoperability. 

Case studies will be developed to help think about landing issues identified in the report 

in specific contexts. We also intend to dive deep into a few areas, including Open-

Source, AI and the financial sector, standard setting, intellectual property, human rights, 

and the future of work by leveraging existing efforts and institutions. 

82. We encourage constructive engagement from anyone with an interest in AI. More 

information about how to engage with our ongoing work can be found online at 

/en/ai-advisory-body
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What structural arrangement(s) would best empower a new institution or set of 

institutions to uphold these principles and carry out these functions? 

A range of models exist within the UN system for engaging industry in sectoral work 

(WHO, ITU, ICAO etc).  

What kind of mechanism could best support industry participation in international 

governance of AI? Which of the normative, policy and information instruments that exist 

today could support coherence in technology governance across governments, private 

sector and civil society? 

What kind of financing and capacity building mechanisms would be needed for effective 

international arrangements to address the functions outlined above? 
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Terms of Reference for the High-level Advisory Body on AI 

The High-level Advisory Body on Artificial Intelligence, convened by the United Nations 

Secretary-General, will undertake analysis and advance recommendations for the international 






